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Change is a continuous phenomenon encompassing various spheres of human life and the natural
world. It can be perceived, experienced, observed, planned, and managed. Defined as a transformation
or difference between the frequencies of classes in two structures, change can be positive,
negative, or neutral. In the presentation, we focus on identifying significant changes in structural
tables, distinguishing random fluctuations from meaningful shifts. Various similarity coefficients
and statistical tests determine whether observed differences arise from chance or signify
substantial deviations. These methods exhibit reasonably high accuracy when addressing
profound/revolutionary changes but lack sensitivity when a structural transformation is mild and
gradual.

Let us consider a variable for sample populations X and Y composed of Ny and Ny units, which
are divided into n classes and the numbers of units in each class are marked with the symbols
X1,X2, ..., Xp and y1,¥s,..., ¥, respectively. We are interested in the question of when the
differences between the elements of the structures d; = w(x;) —w(y;) = ;_;_131’_; can be
considered distinctive. We have named them distinctive due to the concepts of outliers and
atypical observations already reserved in statistics. Note that we can also treat the differences d;
as a transformation in time and then we consider the changes in class frequencies for the same

population changing over time.

When it comes to statistical methods, theoretically we have a wide range of methods that can be
used in comparative analysis. In the case of features measured on interval or ratio scales, we have
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many different ways to compare two distributions. We have different tests, depending on the
assumptions and for almost every situation, for this type of data, we will find a method. In the
case of unmeasurable features, we basically have chi-square tests of independence or
homogeneity with several modifications/corrections due to the sample size. In addition, to
measure the conformity of structures, primarily various measures of similarity or dissimilarity
based on the distance or pseudo-distance function are used. While various measures of similarity
of structures are presented in the literature, statistical tests that allow determining statistical
significance in assessing similarity or dissimilarity are rarely presented.

In practice, the methods mentioned are not always insufficient. Commonly known methods will
detect revolutionary changes in structures, i.e. those that usually occur quickly, in a short period
of time and lead to fundamental changes. However, if we are dealing with evolutionary changes,
meaning those that occur gradually in a long-term process. In such situations, intuition suggests
that changes exist, but statistical tests and structure similarity coefficients show that the empirical
distributions of the studied variable in both populations are similar. So, to detect such changes,
we need a more sensitive tool.

This type of tool was proposed by J. Debicka and E. Mazurek in Identification of distinctive changes

in structural tables (manuscript). According to this method, a relative change in the structure
di _ wlx)-wyi)

inthe i-th class r; = . = EET— can be considered distinctive against all changes in
P P
L . wp—1 1-wp
the structure of the remaining classes if it belongs to the area p ;—1)Ul1; g— , Where
p P
gp = mln{lmln{dll le ey dn}l; |max{d1, de ey dn}l} and wp = ?:1 mln{w(‘xl)r (‘)(yl)} is

structure similarity coefficient. The depth of distinctive changes can be different, therefore they
are assessed as follows. If |r;| it belongs to the interval:

e (1, 1.10) —then the change is insignificantly distinctive,

e [1.10, 1.25) — then we observe a little distinctive change,

e [1.25,1.40) - then we observe a moderately distinctive change,
e [1.40, 1.60) — then we observe a very large distinctive change,
e Above 1.6 —then the distinctive change is huge.

The age structure of the population is a feature for which we do not observe spectacular changes
in short periods of time, and usually, statistical tests, as well as structure similarity coefficients,
indicate that in two moments of time, the structures are very similar. Due to the fact that
demographic changes in the years 2018-2022 included:

e adecline in the birth rate (lifestyle changes, postponing the decision to start a family, as well
as economic issues and instability),

e anincrease in mortality (especially due to the COVID-19 pandemic),

e an ageing population (the increase in the number of people of post-productive age and the
increase in average life expectancy),

e the impact of migration, especially from Ukraine (before 2022, mainly due to economic
factors, such as better working conditions. In 2022, after the outbreak of the war in Ukraine,
there was a dramatic increase in the number of refugees, mainly women and children),

accumulated and can suggest potential differences in the age structure of the Polish population,
we decided to choose this period and check with the authors' method in which age groups and
whether we will observe any distinctive changes at all.

The analysis will be based on data from a Eurostat database.

We made comparative analyzes comparing subsequent years to 2018 and comparing age
structures year to year (com. Table 1).
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Table 1. Identification of Significant Changes in the Age Structure of Polish Society (2018-2022)

Compared to 2018 Year-on-year
Years | (2018,2019) | (2018,2020) | (2018,2021) | (2018,2022) | (2018,2019) | (2019,2020) | (2020,2021) | (2021,2022)
Structure Similarity Coefficient
099 | o098 | 097 | o095 [ 099 [ 099 | o099 | o099
Age groups Significant Relative Changes

45-49 1.02 1.07 1.05 1.13
70-74 1.49 1.65 1.41 1.28 1.49 1.51
75-79 1.17

Source: own elaboration.

Note that the age structures of Poles are very similar regardless of the years of the 2018-2022
period from which we compare the age structures (see the fourth row of Table 1). Despite this,
in the period under review we observe distinctive changes in the age structures of the three
groups specified in the last three rows of Table 1, in which the values that are significant (greater
than 1.1) are colored grey. The share of these age groups in the age structure of the Polish
population increased more than in other age groups. In the 45-49 age group, there are distinctive
changes, but they are insignificant (random), only the change in the share of this age group in the
structure of the Polish population in the third year of the pandemic (2021) compared to the
second (2020) can be considered a small but significantly distinctive change (1.13). We observe
a similar situation for the 75-79 age group, but here it concerns the years 2021 and 2022 (1.17).

In the 70-74 age group, we observe changes that stand out in the age structures of 2019-2022
when we compare them to 2018. Note that these changes may have two sources of origin and
may be related to the fact that the Baby Boom generation (born in 1946-1964) in 2018 accounted
for about 60% of people belonging to this age group (which consisted of people born in 1944-
1948), and in 2022 they accounted for 100% of people belonging to the 70-74 age group (people
born in 1948-1952 in 2022 belonged to the Baby Boom generation). Comparing the structures
from 2019-2021 with the age structure of the Polish population in 2018, we see that the increase
in the share of this age group in the entire age structure of Poles is large (1.49, 1.41) or even huge
(1.65), and then falls to the moderately in 2022 (1.28). This may also indicate that this age group
has been very affected by mortality due to Covid19, because although it includes people from the
Baby Boom generation, its share in the entire age structure of Poles has dropped significantly
compared to 2018. This is confirmed by the distinctive changes in the studies of age structures
year to year, where we do not observe distinctive changes in the structure in this age group in
the years (2020, 2021) and (2021, 2022). In order to confirm this hypothesis, the age structure of
deaths was examined. Figure 1 graphically presents only fragments of the structures for the years
2018-2022, i.e. for age groups from 65 years of age.
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Figure 1. Age structure indicators of death for age groups 65+

Source: own elaboration.
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Note that the largest increases in structure indicators of death in the entire population compared
to 2018 are observed in the age groups 70-74 and 90+ (marked with ellipses in Figure 1). The
significance of these changes was confirmed by indicating distinctive changes in the age structure
of deaths among Poles in 2018-2022 (see Table 2).

Table 2. Identification of Significant Changes in the Age Structure of Poles' Deaths in 2018-2022

Compared to 2018 Year-on-year
Years | (2018,2019) | (2018,2020) | (2018,2021) | (2018,2022) | (2018,2019) | (2019,2020) | (2020,2021) [(2021,2022)

Structure Similarity Coefficient

008 | 097 | o095 | o094 | o098 | o098 | o098 | o098
Age groups Significant Relative Changes
70-74 2.21 2.37 2.82 2.12 2.21 1.91 1.51
90+ 1.02 1.35 2.19

Source: own elaboration.

The results presented in Table 2 confirm that the share of structure indicators of death in the
entire population increased significantly in 2019-2021 compared to 2018 in the age group 70-74.
Additionally, we observe a significant increase in the share of the oldest people (90+) in the
structure of deaths in 2022 (both compared to 2018 and 2021).
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Figure 2. Age structure indicators of death for age groups in 2018-2022

Source: own elaboration.

Note that in the age groups 70-74 and 90+ the dynamics of changes in the age structure indicators
of death is greater than in other age groups, which is presented in the graphs of Figure 2. Greater
increases are observed for the age group 70-74, which coincides with the huge values of
significant relative changes (com. Table 2).

An additional element of the analysis is to examine the impact of the Covid19 pandemic on
population forecasts. We compared the actual age structure in 2020-2022 with the forecast based
on data from 2013-2019 to capture distinctive changes. The relative differences between the
actual values of the age structure indicators and the forecasted value of the age structure
indicators for a given year are illustrated in Figure 3. Note that only in the age group 70-74 do we
observe significant relative changes in all years (dots on the graph outside the grey area between
-1 and 1, which indicates relative changes which as not significant). This means that the actual
values are significantly higher than those forecasted based on the years 2013-2019.
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Figure 3. Relative differences between the actual age structure elements in 2020-2022 and those
forecasted based on data from 2013-2019

Source: own elaboration.

In summary, the applied method for detecting distinctive changes in the structure indicates that
the 70-74 age group is particularly sensitive to the changes that occurred between 2018 and 2022.
Although this method does not allow for identifying the reasons why changes in the structural
indicators of this group are more significant than those in other groups, it strongly suggests that
changes in this age group warrant closer examination. Demographic processes can be analyzed
from different perspectives (e.g., the age structure of the population is correlated with the age
structure of deaths, and both of these factors affect the accuracy of demographic forecasts).
However, the fact that this method consistently highlights the same age group, regardless of the
specific issue analyzed, suggests that this may be an important area for further research.

Generally detecting significant structural changes enables a better understanding of the world
around us and the processes that influence it. This facilitates adaptation to changing conditions
and informed decision-making. Changes in the age structure of society can impact various areas
of social life, including healthcare, retirement, and economic systems. Further research is needed
to comprehend better these changes and their potential consequences for society and the
economy.

Keywords: Structural tables, identification of changes in structure, demographic analysis
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Summary

In empirical analyses we usually have just one sample for all analyses, we want to do. Usually, several
statistical tests are carried out with this sample. Hence, we expect that the sample results are not
independent of each other. We are interested in the correlation coefficient between the test statistics
and between p-values of two tests, a test of the mean of a normal population with unknown variances
and a test of the variance of the population and we will investigate some properties.

Problem

Let us assume that we draw a sample of length n from a normal distribution with mean pu and

variance o?. First the sample is used to test the hypothesis Hél): L = o, where the variance 62 is

unknown, and secondly to test the hypothesis Héz): 0% = 0%.

The test statistics for these tests are

Y _ 2
T, = £He SHO\/E and T, = (n 0%)5

— —2
with sample mean X and sample variance S? = ﬁZ{;l(Xi - X) .

We are interested in the strength of the connection between these tests. Especially, we are
interested in the correlation coefficient between the test statistics and between the p-values of
both tests.

Some simulation results concerning test statistics

Starting with 1 million simulations we recognize first, that the correlation depends on the sample

size n (see figures 2 and 3), but seems to be the same if the ratio %
Furthermore the correlation seems to increase with the sample size and tends to a limit very
quickly (figures 2 and 3).

is unchanged (see figure 1).
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08
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1

Figure 1. Correlation of test statistics for (u.0-u)/0=1

Source: own elaboration.
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Figure 2. Correlation of test statistics for different n

Source: own elaboration.
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Figure 3. Correlation of test statistics for different (u.0-u)/c

Source: own elaboration.
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Figure 3 shows that the limit seems to depend on the ratio% only, where the sign of the

correlation coefficient depends on the sign of pg — p and it is symmetrically. The larger the
absolute value of the ratio the larger is the (absolute value of the) correlation coefficient. If the

first hypothesis is true the correlation coefficient seems to be 0 for all sample sizes.

Additionally, further simulations show that the correlation coefficient of the test statistics does
not depend on whether the second hypothesis is true or false.

Theoretical result

Now, we try to calculate the exact correlation coefficient of the test statistics.

Using the facts that X and S2 are independent, when sampling from a normal distribution, and
that S is y —distributed with n-1 degrees of freedom, we can calculate the correlation coefficient
between the test statistics T; and T,. We find
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T2 7 (=DM —=2)27cy, \2 ., (io—W?[(n—1Dn—2)2/ c, \2 Nr 22(28)
Z n(n—3) (Cn—1) L n—3 (Cn—l) —(n-1

1 . . 1
where ¢, = ——— with gamma function I'(x) = fooo t*"le~tdt (forx > 0).
22 F(E)
This formula shows some of the observed results: The correlation coefficient does not depend on

the real values of i, |1y, 62 or 0(2), but only on the ratio % It is symmetrically and the values of
Ho—H
o

the correlation coefficient can be calculated for fixed ratios and fixed sample sizes n, e.g.,

for =5 = 1.5 we find pr, 1, ~ 0.6762forn = 10, pr, 7, = 0.7065 forn = 20 and for n = 50
it holds pr, , = 0.7201. The exact correlation coefficient of the test statistics for different
values of% between -4 and 4 and forn = 5,10, 15, ..., 100 is visualized in figure 4.

From figures 2, 3 and 4 we can observe that the correlation coefficient seems to increase with the
Ho—H

ratio , and seems to increase only slightly with the sample size for a given ratio.

The question arises, if it is possible to prove the convergence of the correlation coefficient of the
test statistics for increasing sample sizes and if we are able to determine the limit. The behavior

Cn

2
of the correlation coefficient depends on the behavior of( ) . It is possible to prove the

Cn—-1

following limits for n >oe:

( Cn )2 —0,n (C—n)z — 1,—(71_1)(71_2)2 (C_n)z — 1.

Cn-1 Cn-1 n(n-3) Cn-1

For the proof of these statements some properties connected with the Wallis product

e (2i)?

T
o = — are helpful.
=l442-1 " 2 P

Figure 4. Correlation for different (mu.0-mu)/sigma and n

Source: own elaboration.

(n-1)(n-2)2 ( cn
n—3
the following limit for the correlation coefficient

2 1
Furthermore, simulations suggest that ) —-(n—-1)— > which would lead to

Cn—-1
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o

—1,ifx < 0,sgn(0) =0,

(last equation only if ny # p). Here sgn is the sign-function sgn(x)
sgn(x) =1,ifx > 0.

Figure 5 shows the potential limits for ratios =8 hetween —4 and 4. E.g., for %l = 1.5 the limit

o
would be 0.7276, hence, only about 2.90% higher than the real correlation coefficient of 0.7065
forn = 20, and only about 1.03% higher then the real value 0.7201 for n = 50.
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Figure 5. Limit of Correlation dependent of (uo-p)/o

Source: own elaboration.

Unfortunately, the proof of the limit function is still missing, only simulations support that result
until now.

Simulations concerning the p values and test results

Now, let’s have a look on the p values of both tests. Exact calculations are difficult, hence, we rely
on simulations, again.

The p values are mainly negatively correlated, but only of moderate size and nearly 0O if the first
hypothesis is only slightly false and the second one is true (see figures 6 and 7). For increasing
sample sizes the correlation coefficients seem to tend to zero (figure 7) and, furthermore, the p

values seem to be identical if only the sign of the ratio “00_“ changes (figure 7).

The bivariate dependence of the correlation coefficient from the ratio ”06_”

and the sample size
n is illustrated in figure 8. Even if 1 million simulations are carried out, the correlation coefficient
is estimated very inaccurately. One problem of these simulations is that, especially for larger
sample sizes, the standard deviations of the p values are very small, such that very often they are

estimated as 0, which leads to missing values during the calculations.



Abstracts

85

w
S 7 — n=10
=== n=20

-020 -0.15 010 -0.05

-0.25

-0.30

(R0 -pyo
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Source: own elaboration.
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Figure 7. Correlation of p values for different (u.0-u)/o

Source: own elaboration.

Figure 8. Correlation for different (mu.0-mu)/sigma and n

Source: own elaboration.
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Furthermore, we can simulate the connection of the test decisions of both tests (see Table 1).

Table 1. Test decision

pH=Hy =0, @
c=0,=1, H((,z) rejected Hq not
n = 20,a = 0.05 rejected
H{Y rejected 0.0048 0.0451
H not rejected 0.0451 0.9051
n= 0, Ho = 1, 2)
6=0,=1, Héz) rejected HO. not
n = 20,a = 0.05 rejected
H rejected 0.0488 0.9399
H((,l) not rejected 0.0015 0.0099
p=0, g =1, @
6=0,=1, H rejected Hy not
n = 100,a = 0.05 rejected
H rejected 0.0503 0.9497
H{ not rejected 0.0000 0.0000

Source: own elaboration.

Eg.,foru=py=0,0 =0y =1,n=20,a = 0.05, the probability that, e.g., Hél) is rejected and
Héz) is not rejected is estimated as 4.51%. The test statistics are uncorrelated in this case,
both hypotheses are true, hence, for both hypotheses the probability of an error of the first kind
is a = 0.05. These probabilities are estimated as 0.0048 + 0.0451 = 0.0499 quite well for both
hypotheses. The probability that both hypotheses are rejected simultaneously is about 0.5%. If
the test statistics would be independent, this probability should be 0.25%.

The last two tables contain the probabilities, if the first hypothesis is false and second one is true.
Other situations can be simulated in the same manner.
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The container shipping market is highly competitive. In such markets the psychology of many
independent competitors plays a crucial role and hence, random models become adequate for
describing the behavior of the market. Models assuming the normality of real data are widely
used in many disciplines, first and foremost in finances, where the price processes are
represented by the geometrical Brownian motion (the famous Black-Scholes model — see Karatzas,
Shreve, 1998). Unfortunately, in last years this purely gaussian approach has been criticized
because of heavy tails of empirical data distributions which contradict the normality (see
Andersen, Bollerslev, Diebold, 2007; Cont, Tankov, 2004; Das, 2002; Johannes, 2004). However,
the researchers have tried to overcome this problem by creating models based on the general
jump-diffusion processes where large price changes have been extracted from the empirical
distribution and modeled separately as jumps driven by the Poisson process. Differential
equations describing such models must be usually solved by means of numerical methods (see
Gardon, 2004 and 2006). But it helps neither because the empirical distributions of a financial
data, even after extraction of jumps, are asymmetrical or too slender, that means they have got
significantly different skewness or higher kurtosis than in the normal case (see Gardon, 2011;
Peird, 1999).

In the case of the container shipping industry the problem appears as well but fortunately there
are parts of this market where the jump-diffusion model may be relevant (see Gardon, 2014). This
model is defined by the following stochastic differential equation in the integral form:

Xe = X¢, + fti aXds + ft} bX,dW, + ft} C X dNg ,t>to,a.s. (1)

where the modeled process X denotes the weekly average net freight (or rate, which is
a transportation price consisting of basic ocean freight and different surcharges like e.g. fuel
surcharge) per transported unit (TEU or FFE — the volume of a 20 or 40 feet long standard
container), X, = X,- = lim,_; X;, W is a standardized Wiener process, N is a homogeneous.
Poisson process with intensity A and the both driving processes are said to be independent.
Coefficients a, b and C (overlined C; means the left-hand side limit at s, as for X) are called here
the drift, the volatility and the relative jump size, respectively. Further, C denotes a process with
almost all paths partially constant, changing its values at the jump points of the Poisson process
N, but with values independent from the both driving processes W and N (see Mancini, 2009).
This means the jump sizes are realizations of an independent identically distributed (iid) sequence
of random variables (Cr, ) which may be treated as independent copies of a certain random
variable C, whereas the jump times of the process N are denoted by (I;). Additionally, the
sequence (7;) will represent times when the process is observed.

We would like to introduce the idea of derivatives into the container shipping market (see
Karatzas, Shreve, 1998). The idea is strongly considered in recent years (see Koekebakker, Adland,
Sgdal, 2007; Nomikos at al, 2013). Precisely speaking, a simple bilateral EuroCall options.
European options are a basic example of derivatives. They give the owner the right for buying
(Call) an underlying good at the fixed time (expiration date T) in the future for a fixed price (strike
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price K). This underlying good is usually an asset or a market index but it may be also the shipping
service cost.

Another type of derivatives is already widely used in the shipping industry — forward/future
contracts. They are rather informal and consist in long term agreements between shippers
(commodity owners) and carriers (vessel owners). Unfortunately, such contracts are unreliable
and therefore cannot be an effective hedging tool for the risk reduction. If the average market
freight rate changes significantly, especially if it drops, the shippers strongly insist the carriers for
renegotiation and reducing the previously contracted prices. Since the market is competitive the
carriers have no other choice as to decline rates in order not to lose customers.

The idea of the bilateral EuroCalls should resolve the problem of price renegotiations in the case
of freight drop. The cost of an option is called the premium and is calculated as the discounted
expected value of the future profit with respect to the martingale probability measure (see
Karatzas, Shreve, 1998; Nomikos et al, 2013). The premium is paid by an option buyer at the time
of the enter into the agreement and is usually a tiny part of the strike price. In the instance of
a freight decrease in the future a shipper which buys the EuroCall will have the possibility for
shipping the commodities for the market price lower than the strike price and resigning from the
option. A carrier will earn in this case less for the transportation but it will have received an
additional income for issuing the EuroCall compensating the freight rate drop. On the other hand,
if the rates will increase, a shipper will have the guarantee that the cargo will be shipped for
a previously agreed lower strike price. A carrier will gain in this instance less than it could have
regarding actual market rates, though, it will still receive the satisfactory strike price from the
option plus the premium already gained when the EuroCall was issued. This operation should
reduce the freight change risk for both contractors, hence, should be advantageous for both
parties.

As it was mentioned above the net premium of a EuroCall is generally calculated as the discounted
expected value of the future profit with respect to the objective (risk free) martingale probability
measure Q, i.e.:

0; = EtQ (e_p(T_t) max(X; — K, 0)) ,t>to, (2)

where X is the net freight process, T is the expiration time, K is the strike price, p is the riskless
rate and EURIBOR is usually taken as such a rate. Q is called a pricing probability measure such
that the net freight process X is a local martingale with respect to Q. The measure Q realizes the
so-called no arbitrage assumption (see Karatzas, Shreve, 1998) which says that there cannot be
an opportunity on the market for a riskless relative profit greater than p. In practice, this
assumption requires that in Eqn. (1) the drift coefficient a = p — A EC (see Kou, 2002).

If in the Egn.(1) the jump component vanishes, i.e. if C=0 a.s., then the jump-diffusive equation

reduces to the well-known Black-Scholes model (see Karatzas, Shreve, 1998) which is widely used

for pricing the derivatives on financial markets. In this instance the explicit formula for the

EuroCall net premium is known:

log%+(pi¥)(T—t)
bVT—t

0, = &(d)X, — P(d_)KePT~1, where dy = (3)

and @ is the standard normal distribution function. Since this purely gaussian approach has been
criticized in last years because of heavy tails of empirical distributions in our article we will
compare the premium evaluation (3) to the premium calculated based on the jump-diffusive
model (1). In this latter case it cannot be calculated explicitly and it will be simulated by means of
the Monte Carlo method. Hence, the jumps have to be identified and the model needs to be
calibrated.
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We decided to conduct the calculations based on the real data from one of the leading carriers.
The data set consists of 656 weekly net freight returns from the over 12 years long time period
from January 2 2000 to August 5 2012 concerning the most important and competitive South-
East Asia — Europe trade, head haul (more profit-yielding) direction (see Fig. 1). The data seems
to be normally distributed apart from a set of outliers and the jump-diffusive model seems to be
relevant in this instance (see Gardon, 2014). The Black-Scholes model requires that the discretized
relative price changes:

Xy

7 = Xep=Xep 1 _ AXgy -
n

= = ~ |

n=1,..
X.L-n_l ) )

XTn—l XTn—l

where Lis the number of observations, are realizations of a normally distributed random variables
sequence. But since (7,) is not said to be equidistant the data must be firstly standardized:

Zn—a(Tp—Tn— A
vn=1,..,1 Zz=200 ) 3
Thn—Tn-1

N(0,1), a.s.

The symbol 'i means the asymptotical distribution. Hence, the drift and volatility parameters
a and b must be firstly estimated. However, as it is already mentioned the so-called no arbitrage
insists on taking a = p —A EC. On November 19 2012 corresponding to the data set this riskless
rate was equal to 0.86% p.a. for 1 year USD contracts which implies for the time unit 1 week:
p = 0,0165%. On the contrary, the volatility may be estimated in the maximal likelihood sense
by the standard deviation of normalized returns:

2 2
h= |* Z_n_(l _ Zn) ) (4)

Len=1g, L<n=1 /az,

which follows immediately from the fact, that the relative price changes (Z,,) have to be normally
distributed and b is in such an instance the infinitesimal variance of the normalized return.

g -
a

r T T T T T 1
-0.10 -0.05 0.00 0.05 0.10 0.15 0.20

Relative Change

Figure 1. The normal vs empirical density of the relative rate changes

Source: own elaboration.

In the Figure 2 it is shown how the net premium based on the jump-diffusion model depends on
the strike price and the time to expiration, when the actual freight rate is 3000 USD/FFE. Each case
was evaluated by means of 1000 artificially generated paths of the net freight process X. Even with
the strike price about 10% lower than the actual net freight the net cost of the EuroCall has been
10 — 15% of the actual rate depending on the time to expiration. More precisely it is presented in
Figure 3 where the premium of the 6 months ahead EuroCall depends only on the strike price.
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In the instance of the jump-diffusive model the jumps have to be recognized firstly and extracted
from the remaining “continuous” data. One of possible ways is the threshold method (see

2
Mancini, 2009; Gardon, 2011) with the threshold condition % > r(4t,,), where the threshold
function r(t) = pt'~¢ = 7,3576t%° and bare evaluated by means of an iterative procedure
based on Eqn.(4) regarding to the remaining “continuous” (still not recognized as jumps) returns

at each step. Eventually, the estimation of the Poissonian intensity A has been evaluated for A =
0,08 and the relative jump sizes have been simulated directly from the empirical distribution. The

results following from the Black-Scholes model are not presented in figures because this part of

investigation was conducted just for comparison. We only sum up that the premium in this
instance has been usually 50 — 100 USD lower than in the jump-diffusive case, especially for strike
prices strongly differing from the initial rate. This is not surprising since the gaussian models
underestimate the probability for outliers.

3300
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Strike Price (USDIFFE)
w
-

g

2800

Premium for X(t0)= 3000 - Data: Eur

10

T T T
20 30 40

Time to Expiration (weeks)
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Figure 2. The net premium of the EuroCall for the net freight from South-East Asia to Europe with the initial

freight rate 3000 USD/FFE, depending on the strike price and the time to expiration

Source: own elaboration.
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Figure 3. The net premium of the European Call for the 6 months ahead net freight from South-East Asia to

Europe with the initial freight rate 3000 USD/FFE depending on the strike price

Source: own elaboration.
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Eventually, we conducted a special simulation for checking how much a company would lose or
gain additionally if it issued EuroCalls for the entire data period, i.e. from the beginning of the
current millennium. The scenario consists of several assumptions:

o every week the EuroCalls were issued for 10% of shipped containers;

e all EuroCalls were issued for the time horizon of 3 months=91days=13 weeks;

e all EuroCalls were issued with the strike price K = Xty

e EuroCalls were issued only if the sum of the strike price and the premium exceeded the
minimal profit-yielding level;

e to each premium the 10% commission is added but not less than 10 USD.

Further, we have not included the costs of the option issuing. We have believed they are
negligible, especially in a longer time horizon, because the way an option contract would be
agreed does not differ from the way the parties usually enter into a forward/future contract. The
week by week additional profit or loss is drawn in Figure 4. Already at the first look it is visible
that this profit/loss behaves more stable in the first half of the time period investigated. There is
a simple explanation of this fact, namely the volume of transported cargo which has been
increasing systematically by 5 — 10% yearly within 13 years. The increasing absolute amount of
possibly issued Calls enlarged the volatility of the profit in the second half of observations.

Generally, the issuing of EuroCalls would have brought the carrier a slight additional profit in
tough years of a price decline. On the other hand it would lead to quite dramatic losses exceeding
even 1 million USD weekly during good times when the freights exploded. In those weeks the
cargo would have had to be shipped for a much lower option strike price than the actual market
net freight. The crucial question is what is the total impact of EuroCalls for the company profit
during the entire investigated time period. The accumulated profit/loss is shown in Figure 5 and
looks extremely optimistic. It is not monotone increasing, though, it has never appeared negative.
Moreover, after almost 13 years of application of the EuroCalls it would deliver the additional
profit equal to about 100% of the total actual profit in the year 2011 which has been the last
whole calendar year during the period of investigation. It is equivalent to about 8% of an extra
income yearly.

Data: Eur

0e+00
|

Profit from options

-5e+05

-1e+06
|
o

2000 2002 2004 2006 2008 2010 2012

Time

Figure 4. The simulated weekly additional company profit or loss corresponding to the European Call
options issued for the net freight

Source: own elaboration.
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Figure 5. The simulated accumulated additional company profit corresponding to the European Call options
issued for the net freight expressed by the percentage of the total profit in the year 2011 (the last whole
year in the period investigated)

Source: own elaboration.

Although the scenario discussed in the previous section is rather conservative, it would give the
carrier issuing the EuroCalls for the net freight a significant additional profit. What is more, it is
distributed in such a way that the EuroCall premiums generate an additional profit in the time of
price decline (when the EuroCalls are not executed by shippers) whereas in the time of price
increase the options executed by shippers imply the lowering of the profit for a carrier. Hence,
the options decrease the volatility of the weekly net freight making the income more stable and
limiting the risk of a carrier. On the other hand, the EuroCalls assure the upper bound for the
transportation price paid by a shipper limiting its risk as well. Summing it up, this type of contract
between a shipper and a carrier should be attractive for both parties.

The investigation is conducted based on the data from a chosen company only, though, since this
part of the market is significantly competitive, the competitors’ freight rates should be quite
similar one to another. Thus, the results described may be useful for each company operating in
this industry.
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To provide a summary of the state of the US economy, in 1971 Arthur Okun defined an index of
“economic discomfort” as the sum of the rates of unemployment and inflation. The exact purpose
and basis of the indicator was not specified, nor was its structure. However, this did not hinder
the increasing popularity of the Misery Index (Ml), as it soon became known: With inflation and
employment, it is based on statutory targets, it uses currently available official data and it is very
easy to calculate. Since its introduction, M| has been used not only to assess the state of the
economy, but also to assess the performance of US presidents and to predict election results.

Economic discomfort and its determinants are subjects of research in many fields of the social
sciences, which led to numerous modifications and extensions of Okun's formula. For the US, for
example, these include house and share prices, the long-term interest rate, economic growth or
real per capita income. Okun himself was open to replacing the unemployment rate with income
in his formula and he also referred to Gallup polls showing the importance of the two components
fluctuate according to levels (Okun, 1973, 1976). However, varying substitution rates in the
preference function, as Mls are also interpreted, were not given much attention until the 2000s.
To check Ml's selection and weighting of variables, Ml's were confronted with similar other
indicators. For the US, these were the University of Michigan's Consumer Sentiment Index (Lovell
& Tien, 2000) and for European countries, the Eurobarometer (Di Tella et al. 2001, 2003;
Blanchflower et al. 2014; Welsch, 2007).

For the FRG only very few Ml results and government assessments are currently available. This
paper fills this gap. We calculate the Ml and two variants and test them against the “Policy
Barometer Index” (PBI), a survey-based indicator of citizens' satisfaction with government
performance. We examine the descriptive power of Mls and their components, their weighting
and their stability over time. Then Mls are employed to evaluate governments and finally we ask
about their implications for economic policy.

Misery Indices and the Policy Barometer Index

Starting point is Okun's index formular and two extensions

MII; = a;-uy +ay -inflg, (1)
MI IIt = aq " Ug + dp * inﬂt + dsz - gdpt ) (2)
MIIIl; = a; -uy + a, - infl; + a5 - gdp; + a, - defqy, (3)

where u; denotes the unemployment rate, infl; the inflation rate, gdp; the year-on-year rate of
change in real GDP and defq; the share of government net lending in nominal GDP. The weights
are equal toa; = a, = 1and a; = a, = —1. We calculated annual index values for the period
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1951 to 2021 and monthly index values for the period 1977-3 to 2021-9 on the basis of official
data from the Federal Employment Agency and the Federal Statistical Office. The annual data
(Figure 1) was used for government evaluation, while the monthly data was tested against the
PBI by regression analysis. The PBI is based on the "Politbarometer" of the Forschungsgruppe
Wahlen. It has been commissioned by Zweites Deutsches Fernsehen (ZDF) since March 1977,
making it the longest and most comprehensive non-electoral survey in the FRG. A representative
sample is asked at irregular intervals throughout the year to rate the current government's
performance on a scale from =5 (strongly disagree) to +5 (strongly agree). The PBI values used
are own calculations of monthly averages of the survey results.

Test results

Three sets of regression equations were tested. The first set explores the direct relationships
between MIs and PBI, the second set the influence of Ml components on PBI. Following
Berlemann and Enkelmann (2014) the third set examines the joint influence of MI components
and specific extensions in form of event and government dummy variables. One equation in sets
two and three also includes the one-period-lag of the dependent variable.

AN Y\
A

1951

1961 1971 1981 1991 2001 2011 2021

Ml | ML ML PBI*

Figure 1. Misery Indices and Policy Barometer Index, 1951-2021. Ml | to MI IV: left scale. PBI* = - PBI: right
scale

Source: own calculations.

The explanatory power of equations varies widely. All Mls are significant, but fit is best for MI | by
considerable margins. In terms of weights, the results are broadly similar. In contrast to the
coefficients of unemployment and inflation the coefficients of growth and of deficit ratio are very
small and not significant. Unemployment is weighted twice as high as inflation. Event and
government variables improve the fit, unemployment and inflation coefficients converge slightly.
While the parameters of the two equations with Koyck lags are stable, parameters of most of the
other equations vary widely, as OLS CUSUM test results show. Fluctuation in the variables'
influences is corroborated by 20-year moving window estimates. However, inflation is only twice
and only briefly more important than unemployment.

For the whole period covered, Ml | seems to provide a plausible picture of the economic
discomfort of FRG citizens. Our results support Okun's choice of variables. However, they do not
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support his weighting. PBI reacts almost twice as much to unemployment as to inflation.
Moreover, the coefficients are changing over time. To account for the different weights of
unemployment and inflation, we calculated MI IV using regression results and the restriction
a] +a; =2

MIIV; = aj - u, + a} -infl, (4)

where a; = 1.291 and a; = 0.709.

Government evaluation

The performance of German governments in the period from 1951 to 2021 are evaluated by Mls
and PBI. We calculated and assigned indicator averages for legislatures (19 periods) and
chancellors (8 periods). As the scores are not comparable, we look at rankings. In addition,
a variant of the Barro Misery Index (BMI) was calculated. BMI does not focus on the mean values
of the components during the term of government, but on their difference from their
predecessors (Barro 1999):

BMI; = a; - Au, +a, - Ainfl,, )

where Au,; and Ainfl; denote the changes during the respective legislature / term-in-office (1)
and a; = a, = 1. All indicators include 2 or 3 of the 4 most important legal objectives of FRG
macroeconomic policy since 1967, when the German Stability Law came into force. Results for
chancellors are summarised in Table 1.

Table 1. Ranks of chancellors, 1951-2021 (1977-2021)

MI Ml M MI IV PBI BMI*
Chancellors
@ Rank @ Rank 0] Rank 0] Rank | @ | Rank | Index | Rank

Adenauer 6.5 4 -0.6 3 —4.4 1 7.6 4 — -1.6! 2
Erhard 3.7 2 -1.3 1 -1.6 2 3 1 — -0.1 6
Kiesinger 3.3 1 -1 2 -0.2 3 3.2 2 — -0.7 7
Brandt 6.3 3 2 4 1.5 4 5 3 — 3.5 8
Schmidt 9.5 6 7.7 5 10.8 6 9.4 5 1.0 — 1.2 7
(9.5) (2) (7.5) (1) | (10.5) (2) (9.6) | (1) (1) (4)
Kohl 11.8 7 9.4 7 12.1 7 13.9 7 -0.1 — -0.9 3
(3) (3) (3) (3) 3) (2)
Schroder 12.8 8 11.7 8 14.4 8 15.7 8 -04 | — -0.4 5
(4) (4) (4) (4) (4) 3)
Merkel 9.2 5 7.9 6 8.8 5 11.0 6 0.5 — -5.3 1
(1) (2) (1) (2) (2) (1)

@ 9.1 5.9 6.7 10.3 0.2 —

Source: own calculations. Assignment of terms-in-of office to years by majority of months. Results for 1977-2021in {(...).
1Excluding the legislature Adenauer I.

Transitions from Ml | to Ml Il and Ml Il only lead to minor differences in the ranking — and almost
exclusively in the years before 1974. The greatest number of differences with Ml | are to be found
with MI I, in which Adenauer replaces Kiesinger at the top of the list. The BMI* ranking is more
or less the opposite of the Mls. Chancellors Merkel and Adenauer are at the top of the list, while
Kiesinger and Brandt are at the bottom. The rankings of MI | and MI IV are very strongly positively
correlated with those of the PBI in the period 1977-2021 — perfectly in the case of Ml IV. BMI*
and PBI, on the other hand, yield contrasting results. It should be noted that the rankings of the
legislative periods due to the indices show a noticeably higher variance compared to the
chancellor results.
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Okun's misery index provides a plausible picture of the economic discomfort of the population of
the FRG, at least since the 1970s. While the tests rule out the influences of both growth and the
deficit ratio, they also suggest that the unemployment rate is twice as influential as the inflation
rate, the latter being broadly in line with international evidence. Both influences have changed
over time. Only for short periods, however, inflation has been (slightly) more dominant.
Regarding the evaluation of government performance, Mls and PBI lead to different results, as
well. They differ particularly with the first and last positions. But again, since the 1970s, the
rankings differ little from Okun's index. This is not the case for the BMI*, which gives an opposite
picture to both Mls and PBI. Indicator choice is hence a question of user preference for
specification and empirical backing. The implications of our findings may be sobering for policy
makers. We demonstrated through simulations that economic discomfort appears difficult to
reduce noticeably in the short term.

Note

Earlier versions of this paper have been presented at sessions of the Sonderforschungsbereich
475 der Deutschen Forschungsgemeinschaft, Complexity Reduction in Multivariate Data
Structures, at the Annual meeting of the Economic Policy Committee of the Verein fir
Socialpolitik on 9 March 2023 in Diisseldorf, and at the 37" CIRET Conference from 10 to 14
September 2024 in Vienna.
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We will study the following model. Let X, ..., X, be the continuous random variables with the
same distribution and the threshold d > 0. We define the following Bernoulli random variables /;,
..., In, where

(0 X;<d
f‘{1 X;>d

the status of our system, and the probabilities p = Pr(/; = 1) and g = 1 — p; (Heilpern, 2007, 2024).
We will investigate the random variable

n

Jj=1

This is the number of objects meeting the condition X; > d;. Let fi(ix, ..., in) = Pr(l1 = i1, ..., In = in) be
the probability mass function (p.m.f), Fi(i1, ..., in) = Pr(l1 £ i1, ..., I» < ip) the cumulative distribution
function (c. d. f.) and the marginal c. d. f., where j; €{0, 1} and I = (I, ..., In).

This model can be used in reinsurance and credit issues. In reinsurance n is the number of claims,
X; is the value of jth claim and d is the retension. The indicator /; takes the value 1 where the
reinsurer covers the claim and O otherwise. The random variable K is the number of claims
covered by the reinsurer. In credit issues n is the number of obligors, X;is the jth obligor's financial
situation, d is the value of the credit. The indicator /; takes the value 1 where the obligor repays
the credit and 0 otherwise. The random variable K is the number of solvent obligors (Heilpern,
2007, 2024).

We assume that the random variables Xj, ..., X, may be dependent. We describe the dependent
structure of X = (X, ..., X») using copula Cx. This is the link (Nelsen, 1999)

FX(X], ceey x") = CX( FX1 (xl)J v Fn(xn))-

If X;is continuous, then Cx is univocally determined, but the copula G is univocally determined on
the points of jumps i; only. The copulas Cx and G are equal at ;. We also assume that the copula
Cx is exchangeable, i.e. Cx(uy, ... ,up) = Cx(Up(1), - Ur(n)) fOr any permutation of set {1, ..., n}.
Then C is exchangeable, too. The distribution of K is calculated using the following formula

n!

— = n — k .—.
Prik =) =) fin = Zfeo= ) Gy P

where fy, =Pr(l; =1,..., 51 = 1,41 =0,...,1, =0) and Fy , = Pr(l4; =0,...,I, = 0)
(Cossette et al. 2002) .We obtain that Fv;» = C(1,...,1,q,...,q), E(K) = np and V(K) = npg + (n* -
k n—k
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n)(C(g, q) — p?). We may say that the random variable K has a dependent binomial distribution
and denote it as K~ DB(n, p, Gi) (Heilpern, 2007).

Now we present the selected copulas. When the random variables Xj, ..., X, are independent,
then NM(uy, ..., Us) = Ur-...:Un. In this case Fin = ", fin = pg™*, Pr(K = k) = (Z)pkq”'k and V(K) = npg.

This is the classical binomial distribution. The comonotonicity, strict positive dependence is done
using the copula M(uy, ..., us) = min(us, ..., un). We have

k<n T k=0
Fk,n={q S fin=Pr(K=k)=4{0 0<k<n
1 k=n P k=n

and V(K) = n’pg. The copula, which is the convex combination of independence and
comonotonicity (1 — p)1 + pM, where 0 < p< 1, is called the Spearman copula. The parameter
p is the Spearman correlation coefficient. We obtain

A=-p)q"+pq k=0
1—p)g" k + k < _
F"'"Z{(1 P P k:Z’fk.n= 1-p)p*q"™* 0<k<n
1—-p)p"+pp k=n

and V(K) = npg(1 + p(n—1)).

The Archimedean copulas take a simple, quasi-additive form ¢(¢(u1) + ... + @(un)), where the
generator @ is the decreasing and convex function satisfying conditions: ¢(0) = == and ¢(1) = 0.
We have Fi, = @ 1((n — k)(q)) in this case. The Archimedean copulas form families characterized
by some parameters, which reflect the degree of dependence. The generator @(u) =u“-1,a>0,
induces the Clayton family with Fi, = ((n — k)(g? = 1) + 1)'*? and V(K) = npq + (n> — n)((2g™ — 1)@
— @%). The limit value of parameter a = 0 corresponds to independence, and a = o implies
comonotonicity. When ¢(u) = (—In u)', t > 1, we get the Gumbel family with Fi, = Fj, ,, = q(n‘k)l/t
and V(K) = npg + (n®> — n). In case t = 1 we obtain independence and when t = = we get
comonotonicity.

Example. Let n =50, p = 0.3 and the dependent structure of X3, ..., X, is described by the Clayton,
Gumbel and Spearman copulas. The distribution of K for these copulas and different values of the
Kendal t coefficient of correlation: 0, 0.2, 0.4, 0.6, 0.8, 1 is presented in Figure 1.

The variance of the random variable K grows significantly with increasing dependency for these
copulas. The variance for the Gumbel and Spearman families is greater than for the Clayton family
and the variance for the Gumbel family is comparable to the variance for Spearman copulas.

Now, we can treat the number of objects as the random variable N. Then, the number of claims
covered by the reinsurer or the number of solved obligors is a random sum (Heilpern, 2024)

K=%V,1.
Then we obtain, that
Pr(K=k)=Yp -k Pr(N=n)Pr(K =k|N =n) = Y7 Pr(N =n) Pr(K, = k),
where K, =1+ ... + [, and Ko = 0.

The distribution of the number of objects K depends on the copulas and for small dependencies,
the differences are greater.
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Figure 1. The distribution of K

Source: own elaboration.

So far we have dealt with a number of objects K. Now we will study the total value T, e.g. the total
value of claims covered by the reinsurer. Let Z; = max(X; — d, 0), the value of the jth claim covered
by the reinsurer. If the number of claims is random, then the total value T is a random variable
T =YY, ;Z;. Then

Fr(x) = Y=o Fr,,(x) Pr(N =n),

whereT = Z]ij .We obtain

Fr,(x) = Pr(K = 0) + $3_, Pr(Sc <) () fion-

where S, = Zﬁle = §=1Xj — kd.
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Now we will investigate a case when the probability of success p is imprecisely determined. For
instance, we obtain information that it is equal to “about 0.3”. For this purpose, we use fuzzy sets
(zadeh, 1965; Dubois & Prade, 1980). The fuzzy subset A of space Zis described by its membership
function pa: Z - [0, 1]. The crisp set Ay = {z € Z: ua(z) 2 a}, where 0 <a < 1, is called a-cut. The cut
A1 is the core of A, and Ay, the closure of set {z € Z: ua(z) > 0}, is the support of fuzzy set A.

A fuzzy number is a fuzzy subset of the real line R. Its every a-cut Aq is the compact interval [AL, AY]
(Dubois & Prade, 1980). The trapezoidal fuzzy number A= (a, b, c, d) has a linear membership function
at the intervals [a, b] and [, d]. If b = ¢ then we obtain the triangular fuzzy number A = (q, b, d). We

define the mean value (Campos and Gonzalez, 1987; Heilpern, 1992) MV (4) = %fol(/lé + A da
and spread (Heilpern, 2024) S(A) = fol(Ag — AL)da of fuzzy number. The image f(A) of a fuzzy
subset of Z, where f: Z - R, has the following membership function (Zadeh, 1965)

tray(x) = sup pa(z).
f)=x

This formula allows us to define the arithmetic operations * on fuzzy numbers. The membership
function of the fuzzy number A * B is equal to

Hawp(2) = sup {min{ p,(x), pg(x)}}.

X*y=z

Therefore, we can observe that the borders of a-cuts of arithmetic operation A * B are defined

by the borders of Aand B, e.g. (A + B)i = A{f + Bé , (A+ B)Z = Ag + Bg (Dubois & Prade, 1980).

Let K, has dependent distribution DB(n, p, G). But we do not know the exact value of probability
p. We only know the imprecision value of p “about po” (Heilpern 2020, Debicka et al. 2022). We
can treat it as a triangular fuzzy number P (Heilpern, 2024). This fuzzy number induces the fuzzy
subset K on the family of the dependent binomial random variables with the membership
function uk(Ky) = up(p). The a-cat of it is equal to Ky = {K,: p € P,}. Using functions f(K,) = E(Kp) =
np = m and g(p) = V(K,) we can define the expected value E(K) and variance V(K) of fuzzy set K.
They have the following membership functions pgw(m) = up (%), tvy(s) =  sup  up(p)

{p: g(p)=s}
and a-cuts E(K)e = {m = np: p€P,}, V(K)o = {s = g(p): p € P.}. We compute E(K), V(K), the mean and

spread of K for Spearman, Gumbel and Spearman copulas for different values of Kendal
coefficient of correlation t. These values depend on the copulas and for small dependencies, the
differences are greater.

Now we define the Pr(K € B), where B is a crisp subset of R using function f(p) = Pr(K, € B), where K,
~ DB(n, p, G). It has the a-cut Pr(K € B), = {Pr(K, € B): K, ~ DB(n, p, G), p € Ps}. We compute Pr(K =
10), where n = 50 and the dependent structure is described by Spearman copula. We obtain Pr(K =

10)a = [50.4 - 0.100), £50.05 + 0.25a)], where £, () = (30) (1 = p)p'*(1 = p)** (Heilpern, 2024).

We assume that the copula parameter a is imprecision (Heilpern, 2024). Let K, ~ DB(n, p, C,) and
a = I(t), where 1 is a Kendall coefficient of correlation. We can treat this coefficient as a fuzzy
number T and the parameter a as a fuzzy number A = [(T) in this case. The fuzzy number A induces
the fuzzy copula C4 with membership function ¢, (Cq) = ua(a) and the fuzzy number of objects
Kawith pg, (Kg) = ua(a), where K, ~ DB(n, p, Co). The expected value of Kais a crisp number
E(Ka) = np, but the variance V(Ka) is fuzzy with uy g ,y(s) = sup pu(a), where v(a) = npq +

{a:v(a)=s}
(2 = n)(Culg, q) — g*). The fuzzy probability Pr(Ka € B) has the membership function
UprkeB)(@) = sup  pu(a), where fla) = Pr(K, € B) and Ko ~ DB(n, p, Ca). It has a-cut Pr(Ka

{a: f(a)=q}
€ B)o={Pr(K, € B):a € Au}.
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Introduction

Financial security is an important aspect of life nowadays. This issue is of particular importance in
view of the phenomenon of ageing populations in many countries around the world because it
causes a significant increase in the proportion of pensioners in most European countries.
Pensioners are among the groups most at risk of poverty. In Poland, due to the different
retirement ages, pensioners are exposed to living in extreme material conditions in retirement.
The economic status of married couples is among the factors most determining their financial
situation. In addition, pensioners are exposed to particularly high costs of medical treatment or
palliative care, as these groups are most often affected by chronic and severe ilinesses.

Thus, on the one hand, pensioners are exposed to a reduced financial standard of living, while on
the other hand, they most often own real estate. In this situation, the use of equity release
contracts, which allow access to capital locked up in the value of real estate, seems reasonable.
The abstract addresses pensioners' financial protection issues through various financial and
insurance contracts. We provide a hybrid of equity release contracts with critical illness insurance.
The analysis of cash flows associated with this hybrid requires introducing the multistate Markov
model. The probabilistic structure and the estimation procedures of the model are described in
(Debicka & Zmyslona, 2016, 2019). The theoretical background and details connected with the
form of the contracts are presented in (Marciniuk & Zmyslona, 2022). As an example of severe
illness, lung cancer is chosen. We consider the morbidity, mortality and fatality rates based on
historical data from the Lower Silesian population. The examples of analysis and comparisons of
cash flows under different contract variants (married and individual) for women, men and the
general population are presented. The benefits derived from this contract can help improve the
living conditions and the quality of life for the elderly and provide additional financial resources
in case of a critical illness.

Contract

The contract consists of two elements, namely, the reverse annuity contract and the dread
disease insurance. One of the equity release forms similar to the home reversion scheme is the
reverse annuity contract (Marciniuk et al., 2020). In exchange for a monthly annuity, the senior
citizen surrenders ownership rights to the property, guaranteed in Chapter IV of the Land Registry,
to live in the apartment until death. The construction of this kind of contract is based on a model
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The model connected with health insurance considers the course of a dread disease. Thus, the
following states are distinguished (Debicka & Zmyslona, 2019; Zmyslona & Marciniuk, 2020):

the insured is alive and healthy,

the insured became mildly ill during the last year,
the insured has been mildly ill for at least one year,
the insured became critically ill during the last year,
the insured has been critically ill for at least one year,
the insured is dead (D—dead).

ok wWwNE

As critical illness mortality is very dependent on the duration of the illness, the fifth state is
expanded to include the survival time in a critical stage. The multistate model related to dread
disease insurance is presented in Figure 1.

Figure 1. The multistate model for one spouse

Source: (Zmyslona and Marciniuk, 2020).

The circles present the states, and the arcs describe the direct transitions between the states.
Such an extended model makes it possible to vary the probability of death according to health
status. The transition probabilities matrix connected with the multistate model related to critical
health insurance is described in (Debicka and Zmyslona 2019) and is given as follows

q11 912 0  qua 0 0 .. 0 q16
0 0 g23 qaa 0 0 0 426
0 0 ¢g33 gas 0 0 .. 0 436
] 0 0 0 0 q,0 0 oo 0 que
Q)= 0o 0 0 0 0 g 0 qewg |
0 0 0 0 0 0 ... 0 1
0 0 0 0 0 0 0 O 1
where q11 = 1 — (@i — Pxri) = Xxrk Q12 = Xx+k (L = Vasi), 16 = Quake — Pxsrr qij = 1 —
. . . . . 4,5
Ax+k — §x+kf fori=2,3, =3, qij = §x+k' fori=2,3, =4, Qie = Gx+k: fori=2,3, qus = 1- dJ(C+k );

4,50 50,50 . . 5We
Que = d)(Hk ), s =1 — d)(Hk )for|:1,2,...h-1, Fi+l, g = dJ(c+k ), forl=1,2,...,h.
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The transition probabilities depend on the rates for the whole population

g.+x— the probability of death, ¢, ,,—the dread disease mortality rate, x,,, — the dread disease
incidence rate (the morbidity rate),

and the rates specified for the critical illness population:

Y, +x — the percentage of patients diagnosed in the critical stage, &, —the probability of health
@)

deterioration to the critical state, d .}/,

— the fatality rate in the population of the critically ill.
We assume that x denotes the age of an insured.

In this part, we consider the influence of gender on the cash flows connected with this model.
Gender is one of the most significant factors in the incidence of health inequalities, which are
reflected in the phenomenon of excess mortality in the male population. It is described by the
lower life expectancy of the male population compared to that of the female population. It occurs
worldwide, although in Poland, it is at a relatively high level of around eight years. Male over-
mortality is due not only to biological and genetic factors but also to socio-cultural factors
consisting of lifestyle, physical activity, addictions, and diet. Health behaviours are also important,
which become apparent in different attitudes towards prevention, health care and anti-health
behaviours. Male over-mortality also manifests itself in increased rates of morbidity and mortality
from a number of serious and chronic diseases.

The impact of gender on cash flows will be considered by comparing the size of benefits and
premiums with and without a gender distinction. We consider two variants of the contract the
first — marriage and the second — individual. In the first variant, the spouses have a property
valued for the amount W, and they decide on a marriage reverse annuity contract, allocating
a percentage 1-B of the received annuity benefit d ) as a health insurance premium p for the
husband and wife. The model assumes the independence of the spouses' future lifetime. In this
case, the R morbidity rate is also taken into account. The second variant means that the spouses
have a property valued at the amount W. Each decides on an individual reverse annuity contract
at 0,5W, allocating a percentage 1-B of the received annuity benefit d, as a health insurance
premium p for the husband and wife. In addition, both variants consider the case when the
gender division is not considered, which means the values are calculated for the general
population.

Calculations and Conclusions

The following assumptions are made for the calculations:

e the value of property W = 100000 euros,

e the percentage of property a = 50%,

e the age of person x,y € {65,70,75,75,80,85},

e [ =099,

e the morbidity rate R = 50% (for the general population) and R = 69.1% (for the variant,
when the gender’s division is considered) is included only in the marriage contract,

e the fixed long-term interest rate i = 5.79 % (was estimated based on actual Polish market data
related to the yield to maturity on fixed interest bonds and Treasury bills from 2008 in the
Svensson model),

e Life Tables for Poland from 2008 were used.

In addition, the following notations were adopted:
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®  Cy,Cy,Cyyy - critical illness insurance benefit for wife, husband and general, respectively,
e BG - by gender,
e WG - without gender breakdown (general).

Table 1 presents cash flows in both variants.

In the individual variant, we can observe that the benefit of a reverse annuity contract is highest

for men and lowest for women. The exact relationship is for the dread disease insurance premium.

However, the benefit in this case is highest for women and lowest for men. When gender division
is not considered, the benefit of reverse annuity contract is higher than for women, but the
differences are insignificant. The exception is when women are older than 80. Then, there is an
inverse relationship.

In the case of no gender split, women gain in the case of the reverse annuity but lose significantly
in the case of the insurance.

The higher total annuity in both variants is when the gender split is considered. The annuity
differences increase with the rise of the spouses' age (0.6% when x =y = 65 and 11.55% when
x =y = 85 for the marriage contract 2.18% when x =y = 65 and 12.8% when x = y = 85 for the
individual contract). The total reverse annuity is the highest in the second variant, but we have to
remember that in this case, when one of the spouses dies, the second will obtain a much lower
pension. The insurance benefit for men is lower than the unisex benefit. In the individual variant,
the differences range from 32% to 42%. In the marriage variant, the differences are lower, from
8% to 17%. The benefit for women is significantly higher than those without a gender split. For
the individual variant, the differences decrease with the beneficiary’s age from 94% to 66%, and
for the marriage one from 57.3% to 18%.

Table 1. Cash flows of the described contract in two variants

First variant — marriage contract

premium [premium

x=y annuity | annuity fl:;:nr:];'; f benefit benefit for for premium
=) - i or woman
bés, b{l%, c c A man | woman | py5
y X
Dy Px
65 4039.69 | 4015.53 | 4886.41 8316.32 5285.99 27.92 12.48 16.64
70 4568.69 | 4501.41 | 5346.56 9427.91 6137.50 31.58 14.12 19.05

75 5374.72 | 5217.88 | 6709.78 11710.01 8075.86 37.15 16.61 22.69

80 6601.92 | 6244.41 | 10233.44 15295.94 12215.22 | 45.64 20.41 28.12

85 8450.05| 7575.06 | 15755.93 20230.30 17147.11 | 58.42 26.12 35.21

Second variant — individual contract

x=y Ey b, b, + Ey bYS 2by)S cy Cx oy Dy Dy pey

65 | 2730.05 | 2256.79 | 4986.84 | 2440.26 | 4880.52 | 4778.30 15033.35 7749.62 27.30 22.57 24.40

70 | 3187.24 | 2619.13 | 5806.37 | 2815.99 | 5631.98 | 5396.69 17487.65 9074.49 31.87 26.19 28.16

75 | 3866.40 | 3196.56 | 7062.96 | 3383.81 | 6767.62 | 6983.12 22531.70 12043.24 | 38.66 31.97 33.84

80 | 4882.28 | 4109.54 | 8991.82 |4216.20 | 8432.40 | 10947.91 30801.80 18311.96 | 48.82 41.10 42.16

85 | 6382.61 | 5526.00 | 11908.61 | 5278.69 | 10557.38 | 17214.48 42794.17 25707.59 | 63.83 55.26 52.79

Source: own elaboration.
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As an institutional framework, Corporate Governance deals with companies’ internal processes
to ensure company success and the satisfaction of shareholders’ claims through effective
decision-making, incentive systems, monitoring mechanisms, transparency and accountability.
Thus, decisions made by the companies’ management are determined by their ownership
structure and corporate board composition and shape firms’ characteristics concerning
compliance, financing and strategy. From a methodological standpoint, such decisions, or
‘choices’, inevitably lead to selection bias when analyzing their outcomes because only the
outcomes of choices made are observable, while the potential outcomes of alternative decisions
cannot be assessed for the same company. Similarly, specific corporate governance
characteristics, such as CEO duality, presence of female directors or institutional shareholders
shape firms’ strategy and affect their decision-making, but are themselves endogenously
determined. Indeed, such characteristics are not “randomly assigned” to firms, but depend on
their institutional environment, industry and other factors. Further, it is usually not possible to
select a random sample of companies for an empirical investigation, which can also result in
biased results.

Several methods exist to handle sample selection bias and address a situation when either (1.)
the inability to observe the outcome of a choice not made results in an inappropriate “control
group” that makes an empirical evaluation biased or (2.) a specific outcome can be observed only
for a non-random sub-population of firms. Such methods primarily encompass (a.) propensity
score matching that provides a basis for an estimation of the average treatment effect to address
the sample selection on observables and (b.) Heckman selection model to explicitly account for
the selection process which results in a non-random sub-population and can be affected by
unobservable factors.

In this presentation, the methodological problem of sample selection bias in Corporate
Governance research outlined above is considered. First, important internal Corporate
Governance attributes are discussed to define the research questions that are confronted with
the aforementioned problems following an introduction of appropriate methods to handle them.
Then, a review of the approaches used in existing studies will be presented. Finally, the ability of
the aforementioned methods to uncover unbiased relationships is demonstrated based on an
exemplary empirical investigation of the impact of CEO duality on firm performance represented
by Tobin’s Q for an international sample of large listed firms. It can be shown that estimating an
average treatment effect based on propensity score matching can reveal the effects that
otherwise appear insignificant and discuss the need to additionally address the selection bias on
unobservables in the given context.
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The Missing Data Model

Consider a linear regression model Y = XB +Zy + €, where X € R™k, Z € R™™ gare
nonrandom matrices and € ~ N(0,1,,02) are independent unobservable error terms. In this
setting X contains focus regressors, i.e. regressors that must be included, and Z contains auxiliary
or doubtful regressors. We assume that X and Z are observed on the complete sample, but only
for the first r < nunits ¥, = (Y3, ..., Y;.) isobserved and Y;,_,, = (Y41, Y42, ..., ¥y) is missing at
random. Multiple Imputation (MI) replaces missing values by repeated draws from a posterior
probability distribution under a specified imputation model. This leads to M > 2 vectors:

YO = (Y Yy o, Y Y0 00) (U= 1,0, M),

Each imputed data set (Y(l),X, Z), . (Y(M),X, Z) can then be analyzed by standard complete
data procedures, such as estimation of regression coefficients or standard errors. Note that the
imputation and subsequent analyses may be done by separate entities.

Model Selection

When imputation and subsequent analyses are performed by different individuals, discrepancies
may arise between the underlying models used. This issue, known as uncongeniality, represents
a significant critique of Multiple Imputation (Ml). Also, in linear regression theory it is well known
that the inclusion of irrelevant or exclusion of relevant variables may introduce bias. Therefore,
uncongeniality adds an additional layer of complexity. The observation that identical selection
methods applied before and after Ml can yield different model rankings offers a stochastic
interpretation of this phenomenon.

We assume both parties only choose between the fully restricted ﬁ = X'X)"X'Y or
unrestricted model (,[?;)7) = ([X; Z)'[X; Z])~1[X; Z]'Y, i.e. whether or not to include Z. The
selection processes for imputation and analysis are based on the observed data (¥;,, X,-, Z,-) and
the imputed data sets, respectively. The models are ranked according to their Akaike information
criterion (AIC) value, which is calculated for the ith model as

AIC(i) = p -log(67) + 2(q; + 1),
where p € {r,n} is the number of units included, 67 is the MLE of 62 and g; is the total number
of regressors under the ith model.

In the analysis phase, the selection criterion is applied to each of the imputed data sets. Literature
suggests several approaches to combine these M selected models. Two examples are the
following rules:

1) choose variables that are selected in at least 50% of all data sets or
2) choose variables that are selected at least once and weigh them accordingly.
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For the first rule, an uncongenial model for the analysis is selected if the initial imputation model
is selected in fewer than 50% of all imputed data sets. As for the second rule, the analysis model
is uncongenial if at least once a model different from the imputation is chosen. In this case,
however, the degree of uncongeniality depends on its selection frequency.

The choice of AIC and later Bayesian information criterion (BIC) is due to analytical convenience
as shown in section 3. However, instead of these likelihood-based approaches one could also
think of model selection as in the classical context of pre-testing, where we could for instance
select according to the results of t- or F-tests.

Exponential Inequalities

First, we extend the notation from section 1. Let
M=1-XX'X)"'X"and 8 = (Z'MZ)%5y.

Viewing Ml as the opportunity to gain access to the complete instead of just the observed data
justifies the following approach: Different models, i.e. the restricted and unrestricted estimators,
before and after Ml are selected by the AIC if and only if the inequality

- log(1+a)log(1+b)—2m(rlog(1+ a) + nlog(1+ b)) < —4m?

holds for a = 8,.0,./(6? - (r —k —m)) and b = 6,8, /(6% - (n —k —m)), where r and n as
subscripts refer to an evaluation on the first r or n units, respectively. For example, selecting the
unrestricted estimator on just the observed and the restricted on the complete sample
corresponds to the following solution of the inequality above:

a>exp(27m)—1andb<exp(27m)—1,

where a and b, if interpreted as random variables on the whole sample space, follow non-central
F-Distributions after proper rescaling. Analogous results hold for the BIC, which enables us to
compare both methods with regards to the probability of changes, i.e. which method is more or
less likely to select different models in both phases.

This can also be viewed independently of a missing data problem, since it detects when a change
occurs after adding (n — r) units. For Ml, however, this is applied to alll = 1, ..., M data sets,

ARy Y,fl)) are random.
Therefore, we are interested in the impact of these random vectors, because they are drawn from
a conditional probability distribution depending on the outcome of a selection process.

where in each one the first Y. = (Y3, ..., Y;) are equal and Y,El_)r = (Y(l)
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